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Background & Motivation Evaluation

Recommendation system should output songs
close in embedding space when input songs’
lyrics are similar
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LyricsBERT: Unlock lyrical meaning with specific features

n Jingle bells, - o » LyricsBERT »
jingle bells...
4 )
S Approximate closest d
- neighboring song

G J

0.00 4 1 i
Embedding T o
Learning Ra

Original Architecture Modified Architecture

-------------------------------------

cccccccccccccccccccccc

Architect Downstream Rec. DistiBERT with added layers performs better
recnitectiure
System
[ Song ] With a smaller learning rate, the original architecture learns better
[E { ’tL . ] With a larger learning rate, the modified architecture learns better
Masked Language xrac¢ yrics
Modeling (MLM) : : : :
Get Attention Visualization
Embedding
- ! ~ Original Architecture Modified Architecture
_ Compare with . T e ...
yot has the higheat probabily — Dataset of
Try addlng Iayers Output [CLS] | how | are doing today [SEP] Song LyriCS
Attenthn, FFN ’ T T T Tg Ty T KEmbedc“ngs)

y
BERT masked language model 4 Return )

T 111 1 1 Approximate
P [CLS] | how | are ()| doing | today [SEP] Closest

\ Neighbor y




